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Overview

• Session 4 (24.07 17:00 – 19:00)
– Problemspace: Defense Complexity
– Protecting: Network defense requirements
– Detecting:  Network Security Monitoring (NSM)

• Session 5 (25.07 09:00 – 11:00)
– Reponding: Security Analytics and DFIR
– Sustaining: Security Operations
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Computer Network Defense

• Protect the network by focusing on securing systems and to prevent
exploitation and intrusion from occurring by hardening network and 
computer systems, vulnerability scanning and vulnerability management, 
risk assessments and risk management. 

• Detect threats towards the network by focusing on detecting intrusions that
are currently active or intrusions that were successful in the past, by 
monitoring systems, sensing attacks and issue alarms and warnings. 

• Respond to threats in the network by focusing on responding to intrusions, 
isolating compromised assets, performing host and network forensics, 
malware analysis and reporting.

• Sustain the operational capabilities of CND by focusing on managing
people, processes, and technologies in the forms of capability
development, systems implementation, staffing, policies development, and 
routines writing. 



Problemspace: Defense Complexity

Complexity is the enemy of security.
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Network defense requirements

Protect: The first line of defense.
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Four fundamental questions to ask before thinking
about computer network defense:

• What are we protecting?
• What are the threats?
• How do we detect the threats?
• How do we repond to threats?

Bollinger, Jeff; Enright, Brandon; Valites, Matthew. Crafting the InfoSec
Playbook: Security Monitoring and Incident Response Master Plan
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Threats

1. Opportunistic attackers
2. Targeted attackers
3. Insider threats
4. Trusted insider threats
5. State-level actor

Capability of threats:
• Knowledge
• Infrastructure
• Resources / Funding
• Tool sophistication
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Defendable IT architecure

A defendable computer network is a network that is:
• Monitored – Detect what is on the network
• Inventoried – Know what is on the network
• Controlled – Implement security controls
• Claimed – Policies and ownership of assets
• Minimized – Attack surface reduction
• Assessed – Risk, Threat and Vuln. -assessments
• Current – IT service management

https://taosecurity.blogspot.com/2008/01/defensible-network-architecture-20.html
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Information Security Management System

• An systematic approach to risk, vulnerabilities, threats and Information 
Security 
– Incident reporting
– Incident response
– Risk assessment
– Threat assessement
– Vulnerability assessment

• Well defined plans for incident response, disaster recovery and business 
contingency

• Asset value and context put into system
• Continuous improvement
• Priority, Classification and Rating
• Legal boundaries
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Technology solves only 26% of current
security challanges (Cisco Annual Threat
report).
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Vulnerability management

• Vulnerability feeds (CVE´s)
• Vendor PSIRT feeds
• Commercial vuln feeds
• Open community feeds
• Vulnerability scanning
• Vulnerability database

– What is vulnerable on the network?
– Where is vulnerable assets located?
– How is it vulnerable?
– Risk reducing control mechanisms?



21

Risk assessments

• Technical risk assessment
• Organisational risk assessment
• Business Impact Analysis (BIA)
• Penetration testing

Why?
• Identify organisational risks
• Identify process risks
• Identify system risks
• Identify component risk
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Risk Management (1)

Fundamental goals of an information security risk 
management program:
• Improve the security posture of the organization
• Empower business units to identify and remediate risks
• Help prioritize remediation tasks
• Educate the organization regarding real threats and 

weaknesses
• Increase visibility and capability to track risks
• Improve the consistency of risk assessment

approaches
• Establish a common formula for risk evaluations
• Meet audit, regulatory, and customer expectations

Wheeler, Evan. Security Risk Management: Building an Information Security 
Risk Management Program from the Ground Up
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Risk management (2)

• Pre: Security policies and standards
• Information resources inventory

– Asset inventory database
– Configuration database
– Customer Relation database

• Common risk formulae
• Enterprise risk committee
• Mapping risk domains to business objectives
• Risk tracking

Wheeler, Evan. Security Risk Management: Building an Information Security 
Risk Management Program from the Ground Up
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Risk Management (3)

• Asset management
• Business contingency
• Change management
• Outsourcing
• Privacy and data protection
• Physical or enviromental

Wheeler, Evan. Security Risk Management: Building an Information Security 
Risk Management Program from the Ground Up
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Essential protection controls (1)

• Application whitelisting – to control the execution of unauthorised
software

• Patching applications – to remediate known security vulnerabilities
• Configuring Microsoft Office macro settings – to block untrusted

macros
• Application hardening – to protect against vulnerable functionality

https://acsc.gov.au/infosec/mitigationstrategies.htm
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Essential protection controls (2)

• Restricting administrative privileges – to limit powerful access to 
systems

• Patching operating systems – to remediate known security
vulnerabilities

• Multi-factor authentication – to protect against risky activities
• Daily backups – to maintain the availability of critical data.

https://acsc.gov.au/infosec/mitigationstrategies.htm
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Zero Trust Networks

1. The Network is always assumed to be hostile
2. External and internal threats are always present on the network, at 

all times.
3. Network locality is not sufficient for deciding trust in a network
4. Every user, device and network flow is authenticated and 

authorized, all the time.
5. Security policies must be dynamic and calculated based upon as 

much information as possible

Gilman, Evan. Zero Trust Networks: Building Secure Systems in 
Untrusted Networks. O'Reilly Media. 



Network Security Monitoring

Detect: When protection fails.
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Network Security Monitoring

• NSM is all about Indicators and Warnings
• NSM focus on:

– the collection of data that describes the network environment to the greatest extent
possible, 

– providing incident responders, security professionals, and forensic analysts with
data for:

• responding, 
• understanding, 
• recovering, and;
• protecting org. assets.

• Collecting relevant information to the extent of technology, policy and law.
• Significantly Increase the likelihood of intrusion detection, as well as 

analyst understanding of intrusions
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NSM has three phases:
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NSM: Collection phase

• Full Packet Capture Data (Raw packet dump)
• Packet String Data (TLS, DNS, HTTP, SMB etc.)
• Session Data (Flow, Netflow, .1x)
• Statistical data
• Log data
• Alert data
• Metadata
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Full packet capture (FPCD)
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Packet String Data

• Transaction data without the payload, can be extracted from FPCD
• Less space, longer retention
• Examples:

– HTTP headers
– FTP Headers
– TLS Headers
– SSH headers
– SMB Headers
– DNS (Query / Reponse)
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Session data

• In short: All types of flows (NetFlow, sFlow, Flow)
• Transaction log of all communications on the network
• On busy networks, require quite a lot of storage for retention
• Timeline analysis
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Statistical data

• Derived from:
– Collection, 
– Organization, 
– Analysis,
– Interpreted, and;
– Presentation of existing data

• Vital for anomaly detection
• Vital for detection on large networks
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Log data

• Informational log messages are designed to let administrators and users
know that some benign event has occurred in the system. 

• Debug log messages are designed to provide software developers and 
system administrators with information about the internal states of a piece
of software or hardware so that problems can be identified and 
troubleshooted. 

• Warning log messages are designed to notify system administrators about
problems in the system which are not severe enough to affect system 
operation. 

• Error log messages inform system administrators that something is wrong
somewhere in the system and it is negatively affecting the operation. 

• Alert log messages are notifying the administrator that something
interesting. 
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Alert Data

• Is produced by a tool, based either upon signatures or computed
anomaly detection.
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Metadata: data about data

• Log data by itself give very little meaning and value
• Metadata provides context and understanding
• Context enrichment of alerts and logs
• Context is key
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NSM: Detection phase

• Signature-based detection
– Still very effective
– Cheap but «expensive»

• Anomaly-based detection
– Less effective
– Expensive, but finds unknown threats

• Specification-based detection
– Effective, but hard to implement
– Suitable for IoT/OT

• Hybrid-detection



46

Defense in depth

Bollinger, Jeff; Enright, Brandon; Valites, Matthew. Crafting the InfoSec
Playbook: Security Monitoring and Incident Response Master Plan
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Bollinger, Jeff; Enright, Brandon; Valites, Matthew. Crafting the InfoSec
Playbook: Security Monitoring and Incident Response Master Plan
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Cyber Threat Intelligence (1)

• "the product resulting from the collection, processing, integration, 
evaluation, analysis, and interpretation of available information
concerning foreign nations, hostile or potentially hostile forces or 
elements, or areas of actual or potential operations"  - US DoD

• "Evidence-based knowledge, including context, mechanisms, indica-
tors, implications, and actionable advice, about an existing or 
emerging menace or hazard of assets that can be used to inform
decisions regarding the subject’s response to that menace or hazard"  
- Rob McMillan, Gartner
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Cyber Threat Intelligence (2)

Cyber Threat Intelligence is not:
• A feed of bad IP´s
• A feed of bad domains
• A feed of hashes

Cyber Threat Intelligence is:
• Knowledge
• Context
• Interpretation
• Understanding
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Cyber Threat Intelligence (3)

Three levels of CTI:
• Strategic intelligence (Who? Why? and Where?)
• Tactical Intelligence (What? When?)
• Operational Intelligence (How?)

Two types of indicators:
• Atomic Indicators
• Computed Indicators
• Behavior Indicators

[ERRATA]
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Intelligence Cycle

Muniz, Joseph. Security Operations Center: Building, Operating, and Maintaining your SOC
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The value of CTI

1. Breach identifications
2. Breach prevention
3. Fraud and theft minimization
4. Asset protection and risk minimization
5. User protection and risk minimization



Security Analytics and DFIR

Respond to threats.
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NSM: Analysis phase

• A human analyst interprets the information from the detection stage to 
make a decision whether the warning is a real intrusion or a false positive 
alarm. 

• This step often involves gathering information and investigative data from 
other sources, researching Open Source Intelligence related to the
generated alert, and looking into the detection logic that produced the alert. 

• Analysis is often the most time-consuming step in the NSM-cycle and might
trigger the following tasks: 
– network packet analysis, 
– network forensics, 
– host forensics, and 
– malware analysis. 
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https://www.mitre.org/sites/default/files/publications/pr-13-1028-mitre-10-strategies-cyber-ops-center.pdf
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Incident Response

Security Operations Center: Building, Operating, and maintaining your SOC
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Digital Forensics
• Reactive DF: "Analythical and investigative techniques used for the preservation, 

identification, extraction, documentation, analysis and interpretation of digital 
media, which is digitally stored or encoded for evidentiary, and/ or root-cause
analysis and the presentation of digital evidence derived from digital sources for 
the purpose of facilitation or furthering the reconstruction of incidents." - Grobler, C., 
Louwrens, C., & Von Solms, S. H. 2010. A framework to guide the implementation of proactive digital forensics in organisations. 

• Proactive DF: "the proactive restructuring and defining of processes, procedures
and technologies to create, collect, preserve and manage comprehensive digital 
evidence to facilitate a successful, cost effective investigation, with minimal 
disruption of business activities whilst demonstrating good corporate governance"  
- Grobler, C., Louwrens, C., & Von Solms, S. H. 2010. A framework to guide the implementation of proactive digital forensics in 
organisations.

• Active DF: "the ability of an organization to gather (identify, collect, and preserve) 
comprehensive digital evidence in a live environment to facilitate a successful
investigation" - Grobler, C., Louwrens, C., & von Solms, S. H. 2010. A multi-component view of digital forensics. 
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https://countuponsecurity.com/2014/08/29/intelligence-driven-incident-response/Original paper: Hutchins, E. M., Cloppert, M. J., & Amin, R. M. 2011. Intelligence-
driven computer network defense informed by analysis of adversary campaigns
and intrusion kill chains. 
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Model: The Diamond model

http://www.dtic.mil/dtic/tr/fulltext/u2/a586960.pdf
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Model: Pyramid of pain

http://detect-respond.blogspot.com/2013/03/the-pyramid-of-pain.html
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Analyst cognitive biases

• The paradox of expertise: This cognitive bias can be experienced by an 
analyst that has been studying and working in the same area over many
years. Thus, analyst can dismiss situational changes because they do not 
fit into the established patterns that have been observed over a long period
of time. This leads to dismissing the event as not important or relevant 
because it is believed to be an error or a mistake. 

• Confirmation bias: is a when an analyst looks more at, and value the
indicators that support his/her hypothesis while dismissing or neglecting the
importance and value of indicators that are contradicting his/her believes
and hypothesis.

• Coherence bias: is when the analyst assumes that the group or an 
individual being studied have the same motivation and goals as the analyst
himself. Thus, the analyst assigns the same values as he/she has to the
subject, making himself unable to be objective, This results in overlooking
vital information that in turn leads to the wrong conclusions of the finished
intelligence.

Liska, Allan. Building an Intelligence-Led Security Program
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Analyst Cognitive Bias 2

• Hindsight bias: often involves memory distortion, a phenomenon
where memories are being altered to fit a new narrative. It can be 
expressed as "I know it all along" and "How could anyone miss this". 
Hindsight bias can be very damaging since it does not provide
methodological analysis of past events in order to create new
knowledge and learn from past mistakes.

• Anchoring bias: is when an analyst relies too much on one aspect
of the collected data and weights a single indicator as more valuable
then all the other indicators. This can often happen to the indicator
an analyst get hold first during an investigation. This bias is often
experienced by young or inexperienced analysts, but it is not limited
to them.

Liska, Allan. Building an Intelligence-Led Security Program



Security Operations

Sustain collect, detect and analysis cycle.
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Security Operations (10 strategies)

1. Consolidate CND under one organization
2. Acheive balance between size and agility
3. Give SOC Authority to do its job
4. Do a few things well
5. Favor staff quality over quantity
6. Maximize the value of technology
7. Exercise discrimination over data that is collected
8. Protect the SOC
9. Produce and consume CTI
10.Repond to incidents

https://www.mitre.org/sites/default/files/publications/pr-13-
1028-mitre-10-strategies-cyber-ops-center.pdf



66 https://www.sei.cmu.edu/reports/03hb002.pdf



67 Muniz, Joseph. Security Operations Center: Building, Operating, and Maintaining your SOC
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Muniz, Joseph. Security Operations Center: Building, Operating, 
and Maintaining your SOC



Protecting Security Operations

• Isolate SOC tools
• Operate as compromised
• Operate controlled analysis

environments
• Operate controlled services

Muniz, Joseph. Security Operations Center: Building, Operating, 
and Maintaining your SOC
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Analyst skillsets

• Analytical mindset
• Linux/Unix system administration
• IDS/IPS/Netflow
• TCP/IP and the OSI-model
• Malware reverse engineering
• Log analytics
• Vulnerability assessments
• Programming/Scripting
• OS internals and filesystems
• Communication skills

https://www.mitre.org/sites/default/files/publications/pr-13-
1028-mitre-10-strategies-cyber-ops-center.pdf
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Tools

• Suricata IDS/NSM: https://suricata-ids.org
• Bro NSM: https://www.bro.org
• Snort IDS: https://snort.org
• Cuckoo Sandbox: https://cuckoosandbox.org

• VirusTotal: https://virustotal.com
• Talos: https://www.talosintelligence.com
• URLQuery: https://urlquery.net

https://suricata-ids.org/
https://www.bro.org/
https://snort.org/
https://cuckoosandbox.org/
https://virustotal.com/
https://www.talosintelligence.com/
https://urlquery.net/


73

Resources

• https://acsc.gov.au/infosec/index.htm
• https://www.enisa.europa.eu/publications
• https://www.bsi.bund.de/EN/Topics/ITGrundschutz/itgrundschutz_nod
e.html

• https://nsm.stat.no/publikasjoner/rad-og-anbefalinger/ (Norwegian)

https://acsc.gov.au/infosec/index.htm
https://www.enisa.europa.eu/publications
https://www.bsi.bund.de/EN/Topics/ITGrundschutz/itgrundschutz_node.html
https://nsm.stat.no/publikasjoner/rad-og-anbefalinger/

